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Abstract: Interaction enthalpies for six base pairs have been computed at a variety of efficient levels of electronic
structure theory and compared to experiment. In addition to previously defined levels of theory, modified Hamiltonians
with adjusted parameters in hybrid Hartree–Fock/density functionals and semiempirical neglect-of-diatomic-differen-
tial-overlap models were examined. Of the pure and hybrid density functional levels, mPWPW91/MIDI! performed most
satisfactorily, as judged by comparison not only to the available experimental data, but also to data from more robust
electronic structure methods for 22 additional base pairs. The low computational cost of the mPWPW91/MIDI! model
was further exploited in an investigation of various base trimers, tetramers, and one base pentamer. A carefully
reparameterized semiempirical model, PM3BP, was able to achieve similar levels of accuracy at a still greater savings
in terms of computational effort.

© 2002 Wiley Periodicals, Inc. J Comput Chem 24: 57–67, 2003

Key words: nucleic acid; base pair; hydrogen bond; hybrid density functional; semiempirical theory; base trimer;
parameterization

Introduction

Nucleic acids canonically form Watson–Crick base pairs, where
adenine (A) pairs with thymine (T) or uracil (U), and guanine (G)
pairs with cytosine (C).1 Insofar as they play an integral role in
chemistry and biology, enormous effort continues to be expended
on improving our understanding of the structure, dynamics, and
energetics of nucleic acid base-pair interactions.2–10 Current meth-
ods of calculating the structures and interaction energies of iso-
lated nucleic acid base pairs typically rely on the exploitation of
medium-sized ab initio geometry optimizations followed by sin-
gle-point energy calculations that take some account of electron
correlation.2,3,9 While such methodology has proven successful in
the modeling of base-pair dimers, it remains largely impractical,
owing to computational cost, for the study of interactions between
more than two nucleic acid bases. With interest growing in the use
of fully quantum mechanical simulations to model biomolecules,11

it is interesting to ask whether less demanding levels of electronic
structure theory may be able to predict base-pair interaction ener-
gies with a similar degree of accuracy, either through favorable
cancellation of errors, or by careful parameterization over the
limited chemical space of nucleic acid base functionality.

As a first step in that direction, we report here studies with a
variety of density functional theory (DFT) methods, including
hybrid Hartree–Fock/DFT methods, designed to determine the
optimum functional for predicting base-pair interaction energies in

hydrogen-bonded (as opposed to stacked) complexes. The qualities
of the methods are judged by comparison both to experimental
interaction enthalpies and to interaction energies computed from
high-level single-point energy calculations in cases where exper-
imental data are not available. Using these and additional data for
isolated nucleic acid bases, we then adjust the parameters of the
semiempirical neglect-of-diatomic-differential-overlap12 (NDDO)
model PM313 to reproduce structures, dipole moments, and inter-
action energies. The resulting methods should be particularly use-
ful in situations where high efficiency in the modeling of such
systems is a requirement.

Theoretical Methods

Ab initio and Density Functional Levels of Theory

The geometries of all nucleic acid base pairs for which interaction
energies are available from mass-spectrometry14,15 were fully op-
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timized in the gas phase (as were the corresponding base mono-
mers) at the Hartree–Fock (HF) level using the MIDI!,16 6-31G(d),
and 6-31�G(d,p) basis sets.17 Geometry optimizations using these
basis sets were also carried out at the DFT level using a variety of
different functionals. Two “pure” DFT functionals were surveyed.
The first combined the gradient-corrected exchange functional of
Becke18 with the gradient-corrected correlation functional of Lee,
Yang, and Parr19 (BLYP). The second employed the gradient
corrected exchange20 and correlation21 functionals of Perdew and
coworkers, as modified by Adamo and Barone22 (mPWPW91). In
addition, two hybrid HF/DFT functionals23 were examined. The
so-called B3LYP functional defines the energy as24

Exc
B3LYP � �1 � a�Ex

LSDA � aEx
HF � b�Ex

B � �1 � c�Ec
LSDA � cEc

LYP

(1)

where LSDA is the local spin-density approximation25,26 (i.e., the
DFT energy without any gradient correction) and a, b, and c take
the values 0.20, 0.72, and 0.81, respectively. The mPW1PW91
functional is a hybrid modification of the pure mPWPW91 func-
tional and is defined by22

Exc
mPW1PW91 � aEx

HF � �1 � a��Ex
LSDA � �Ex

PW� � Ec
LSDA � �Ec

PW91

(2)

where the single parameter a is 0.25. To improve the performance
of the hybrid levels in some instances, a, b, and c were here
treated as adjustable parameters, as described in more detail in the
text.

The geometries of all base pairs other than those noted above
were optimized only at the mPWPW91/MIDI! level of theory,
following identification of that level as being optimal in compar-
ison to the others.

All stationary points were verified as minima by computation
of analytic vibrational frequencies. These frequencies were used to
compute zero-point vibrational energies and thermal contributions
to 298 K enthalpies using standard ideal-gas statistical mechanics
and the rigid-rotor harmonic-oscillator approximation.27 Spirko et
al. have found harmonic frequencies for base pairs to agree well
with independently calculated anharmonic frequencies.28 The fre-
quencies were not scaled,29 because for pure DFT methods most
scale factors differ insignificantly from 1.00. Scaling the HF fre-
quencies, which represent the limit in overestimation, by a factor
of 0.9, has a fairly constant and small effect, favoring every base
pair by 0.4 to 0.5 kcal/mol over the corresponding separated
monomers.

Interaction Energies and Enthalpies

The “raw” interaction energy �E at a given level of theory is
computed as

�E�A � B� � EA�B
����A � B� � EA

��A� � EB
��B� (3)

where A and B are nucleic acid base monomers, A � B is the base
pair, the subscripts on the r.h.s. refer to the structure for which the
optimized geometry was employed in computing the energy, and

the superscripts refer to the basis set employed, where � is the
basis set residing on the atoms of monomer A and � is the basis set
residing on the atoms of monomer B.

Because we are working with relatively small basis sets, the
raw interaction energies are significantly overestimated. We em-
ploy the procedure of Xantheas30 to correct for basis-set superpo-
sition error (BSSE) according to

�E*�A � B� � �E�A � B� � EBSSE�A � B� (4)

where the correction EBSSE is defined by

EBSSE�A � B� � �EA�B
� �A� � EA�B

����A�� � �EA�B
� �B� � EA�B

����B�� (5)

where all subscripts and superscripts on the r.h.s. have the same
meaning as in eq. (3).

We define 298 K gas-phase enthalpies as

H	298 � E � ZPVE � ��H	298 � �H	0� (6)

where E is the electronic energy, ZPVE is the zero-point vibra-
tional energy, and the remaining term on the r.h.s. accounts for 298
K thermal contributions. The standard state pressure is 1 atm. In
the case of a base pair, E is the electronic energy plus EBSSE. A
dimerization enthalpy is then the difference between the enthalpy
of the dimer and the enthalpies of the separated monomers.

In the case of trimers, tetramers, etc., eqs. (3) and (5) general-
ize, respectively, to

�E�A1A2 · · · An� � EA1A2· · ·An

�1��2�· · ·��n�A1A2 · · · An� � �
i
1

n

EAi

�i�Ai� (7)

and

EBSSE�A1A2 · · · An� � �
i
1

n

�EA1A2· · ·An

�i �Ai� � EA1A2· · ·An

�1��2�· · ·��n�Ai�� (8)

Semiempirical Calculations

Semiempirical quantum calculations were performed using the
MNDO,31 AM1,32 and PM3,13 Hamiltonian models, in addition to
a newly parameterized Hamiltonian designed specifically for nu-
cleic acid base pairing. The details of the parameterization proce-
dure for the last model are presented elsewhere.33

Software

Ab initio and density functional calculations were carried out with
the Gaussian 98 suite of electronic structure programs.34 Semiem-
pirical calculations were performed using a modified version of
MNDO97.35
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Results

Nomenclature

We here adopt the base-pair labeling scheme utilized by Hobza
and Sponer.2,3 The monomers that make up each base pair are
illustrated in Figure 1. The interaction geometry of a given base
pair is normally referred to as Watson–Crick (WC), Hoogsteen
(H), wobble (WB), or the “reverse” form of these pairs, in which
case the label is preceded by an R, for example, RWC for reverse
Watson–Crick. Each of the six possibilities is illustrated in Figure
2. Although the structure of every base pair examined here has not
been explicitly drawn, their geometries may be qualitatively in-
ferred by reference to Figure 2. Complete geometrical details are
available in the supporting information. We also add a seventh
geometrical category corresponding to dimers labeled by Hobza
and Sponer2 as GC1, GA4, GA2, and GG4. As these base pairs are
consistently formed with hydrogen bonds to the N3 of guanine, we
choose to label these pairs as PN3N#, where the # corresponds to
the nitrogen atom that forms the hydrogen bond to N3 of guanine,
and “P” represents purine. For instance, the base pair GC1 is
formed when the N4 and N3 of cytosine hydrogen bond to the N3
and N2 of guanine, respectively. This structure would then be
labeled PN3N4.

From this point forward we will always list the two bases in a
base pair in alphabetical order (e.g., CG, not GC). Although this
deviates slightly from the notation found in some earlier works, it
greatly facilitates the readability of tables containing many differ-
ent base pairs. We will not enforce alphabetical order in trimers
and higher order structures.

DFT Interaction Energies

In the late 1970s, Yanson et al.14,15 carried out mass-spectrometric
measurements of temperature-dependent, gas-phase, base-pairing
equilibrium constants to determine interaction enthalpies for var-
ious base pairs. In particular, they measured values (kcal mol�1)
of: CG, �21.0; CC, �16.0; AU, �14.5; AT, �13.0; UU, �9.5;
and TT, �9.0 (all measurements were assigned to have an error
bar of �1.0). They also showed that these binding enthalpies were
independent of methylation at the N1 positions of the pyrimidines
and the N9 positions of the purines. Moreover, changes induced by
methylation of specific base pair functional groups (or a lack
thereof) were interpreted by Yanson et al. to indicate that the bases

were hydrogen bonding and not stacking. Based on our own
calculations reported below as well as the conclusions of Yanson
et al., we assign the lowest energy base-pair geometries for the
measured species to be CG, WC; CC, RWB; AU, WC; AT, WC;
UU, RWB; and TT, RWB. In several cases, however, other ge-
ometries have very similar interaction energies (vide infra), so this
distinction is not of paramount importance.

Table 1 reports the mean signed error (MSE, theory minus
experiment), mean unsigned error (MUE), and root-mean-square
error (RMS) in the calculation of the six base-pairing enthalpies
for several different levels of electronic structure theory. For
comparison, results obtained from Hobza and Sponer’s2 recom-
mended optimal level of theory for computation of base-pairing
energies are included (the PM3BP level, which is also included, is
discussed further below).

The excellent price-performance ratio of the mPWPW91/
MIDI! level of theory, together with other factors discussed further
below (including molecular geometries), prompted us to examineFigure 1. Structures of nucleic acid base monomers.

Figure 2. Common base-pair complexation geometries; oxygen is
depicted as a dot and the positions at which ribosyl substitution would
be found in nucleosides are labeled with a substituent R.
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this level of theory in more detail for a number of base pairs where
experimental data are not available, but for which in many in-
stances there are data from high level calculations using the
recommended level of Hobza and Sponer.2,3 Interaction enthalpies
for 35 different base pair geometries are listed in Table 2. For the
28 cases computed by Hobza and Sponer, the mean unsigned
difference between their MP2 enthalpies and those from the
mPWPW91/MIDI! level of theory is 1.1 kcal mol�1.

The mPWPW91/MIDI! level was also used to compute various
trimerization and tetramerization enthalpies. Yanson et al.15 have
reported enthalpies of trimerization for CCC, UUA, UUU, and
UUT based on mass spectral studies. Because Yanson et al. em-
ployed cytosine methylated at the exocyclic amino group, they
assigned a trimer geometry labeled in Figure 3 as CCC3. They
further assumed the UUA system to have the geometry labeled in
Figure 3 as UUA1, and offered no proposals for the structures of
UUU and UUT. Additional structures in Figure 3 were explored
computationally, and the data are found in Table 3. Computed
trimerization enthalpies are considerably smaller than those re-
ported by Yanson et al., even given the rather broad range of the
experimental values. This point will be discussed in more detail
below.

Although they have not been examined by mass spectrometry,
TAT and CGC(H)� trimers (the latter involves one protonated
base and is thus cationic) are of special interest because they occur
in DNA triple helices (Fig. 3). Prior computational studies of these
bases have arrived at similar interaction energies to those com-

puted at the mPWPW91/MIDI! level (Table 3).36,37 A separate
classical electrostatic approach to calculate intermolecular compl-
exation energies using charge distributions derived from quantum
mechanical calculations arrived at an interaction energy for TAT
of �20.9 kcal/mol, which is in good agreement with the fully
quantum mechanical values.38

Table 3 also contains an enthalpy of tetramerization computed
at the mPWPW91/MIDI! level for the GGGG tetrad (Fig. 4). In
relatively large concentrations, guanine forms a gel in water, and
the structure formed in solution has been identified as a guanine
quadruplex, or tetrad.39–41 At moderate ionic strength, this tetrad
forms a square coplanar conformation of four guanines that are
bound together in a Hoogsteen fashion so that each guanine is
involved in four intermolecular hydrogen bonds (GGGG1 in Fig.
4). The structure and properties of the guanine tetrad (as well as U,
T, A, and mixed tetrads) have been modeled at the HF and B3LYP
levels by Gu and Lezczynski42–47 and at the B3LYP level by
Meyer et al.48,49 At the B3LYP/6-311G(d,p)//HF/6-311G(d,p)
level,42 the GGGG1 interaction energy is predicted to be �66.2
kcal mol�1, while at the B3LYP/TZVP level it is �64.6 kcal
mol�1. The mPWPW91/MIDI! model is in almost exact agreement
with the latter value.

In part to demonstrate the efficiency of the methodology, we
have also computed the interaction energy for a guanine pentad
(Fig. 5). This structure, with a computed interaction enthalpy of
�68.5 kcal mol�1, requires a substantial rearrangement of the
GGGG1 tetrad in order to form. The interaction enthalpy of the
tetrad portion of the pentad, �50.5 kcal mol�1, is listed in Table
2 for structure GGGG2 (Fig. 4). The GGGGG structure of Figure
5 may or may not represent the global minimum in the gas
phase—we have not searched the potential energy surface suffi-
ciently to assess this point.

Semiempirical Interaction Energies

The continued design of accurate quantum methods that can be
applied to increasingly large systems is clearly an endeavor of
great importance. The DFT work presented here prompted us to
consider whether a still more efficient quantum model could be
developed specifically to model hydrogen bonding in nucleic acid
base pairs.

Semiempirical models typically require orders of magnitude
less computational effort than ab initio ones, and hence, can be
extended to very large systems, especially when used in conjunc-
tion with linear-scaling electronic structure methods.11,50,51 The
trade-off is that these methods are less robust; i.e., they have
limited reliability outside the scope of the chemistry for which the
parameters were designed. However, within this scope, semiem-
pirical methods can be extremely powerful models for applications
that involve large molecular systems and/or long time domains,
and in many instances they serve as the present method of choice
for hybrid quantum mechanical/molecular mechanical applications
to biological macromolecules.

Thus, we adopted a conventional semiempirical framework
(NDDO) and reparameterized the Parameterized Model 3 (PM3)13

Hamiltonian now taking the somewhat larger set of DFT results as
the parameterization standard—a hierarchical parameterization,
one might say. DFT structures, dipole moments, and relative

Table 1. Errors (kcal mol�1) in Computed 298 K Interaction Enthalpies
for Six Experimentally Characterized Base Pairs.

Level of theory MSE MUE RMS

HF/MIDI! 4.8 4.8 5.2
HF/6-31G(d) 3.6 3.6 4.1
HF/6-31�G(d,p)a 2.9 2.9 3.8
BLYP/MIDI! 2.4 2.4 2.9
BLYP/6-31G(d) 1.5 1.8 2.3
BLYP/6-31�G(d,p)a 1.2 2.0 2.3
mPWPW91/MIDI! 0.4 1.3 1.6
mPWPW91/6-31G(d) 0.0 1.5 1.9
mPWPW91/6-31�G(d,p)a �0.7 2.3 2.4
B3LYP/MIDI! 1.4 1.6 2.2
B3LYP/6-31G(d) 0.9 1.5 2.0
B3LYP/6-31�G(d,p)a 0.0 2.4 2.4
mPW1PW91/MIDI! 0.2 1.4 1.8
mPW1PW91/6-31G(d) �0.2 1.7 2.1
mPW1PW91/6-31�G(d,p)a �1.0 2.6 2.8
mB3LYP/MIDI!b 0.2 1.4 1.7
PM3BP 0.1 1.2 1.5
Ref. 71c 1.1 1.4 1.9

aComputed over only AT and GC.
bUsing optimized values a 
 13, b 
 69, c 
 73.
cGeometry optimization, ZPVE, and thermal contributions at HF/6-31G(d)
level followed by BSSE correction and MP2/6-31G(d) calculation with all
d polarization functions using an exponent of 0.25. Values for UU and AU
at this level were computed as part of this work, because they do not appear
in the original reference.
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pairing energies served as the “training set” for optimization of the
semiempirical parameters. Full details of the reparameterization
process (including all parameters) are included in another article
focusing on strategies for carrying out such reparameterizations in
general.33 Table 4 lists for a variety of properties the differences
between the newly parameterized and developmental PM3BP (BP
for base pair) model and either experiment, where available, or
other levels of theory. For comparison, results from the original
PM3 parameterization, as well as from Austin Model 1 (AM1)32

and Modified Neglect of Differential Overlap (MNDO)31 are also

included. In addition, the PM3BP base-pair interaction energies are
listed in Table 2.

Discussion

Base-Pair Structures

Density functional theory is well established to provide accurate
molecular structures in general when modern functionals are

Table 2. Interaction Enthalpies (298 K, kcal mol�1) for Various Base Pairs.

Base paira Geometryb

�H	298

PM3BP mPWPW91/MIDI! MP2c Experimentd

AA1 RWB �12.5 �11.8 �9.3
AA2 RH �12.0 �10.5 �8.8
AA3 RH �10.2 �9.0 �7.8
AC1 RWB �15.0 �13.8 �11.7
AC2 RH �14.6 �12.4 �11.4
AG1 WC �12.6 �12.6 �13.3
AG2 PN3N9 �8.9 �8.7 �8.9
AG3 H �13.3 �11.7 �12.3
AG4 PN3N1 �9.7 �10.1 �9.9
ATH H �13.6 �11.2 �11.4
ATRH RH �13.7 �10.7 �11.3
ATRWC RWC �12.5 �10.6 �10.4
ATWC WC �12.4 �11.3 �10.5 �13.0 � 1.0
AU WC �12.6 �11.4 �10.7 �14.5 � 1.0
CC RWB �18.8 �17.0 �15.5 �16.0 � 1.0
CG1 PN3N3 �12.2 �12.3 �12.3
CG2 RWB �8.6 �8.4
CGWC WC �21.4 �22.4 �21.9 �21.0 � 1.0
CT1 RWC �10.5 �9.5
CT2 WC �9.4 �9.5
CU1 RWC �10.2 �10.6
CU2 WC �10.6 �9.2
GG1 RWB �16.9 �17.6 �21.5
GG2 H �9.8
GG3 RH �12.3 �12.3 �16.6
GG4 PN3N3 �6.3 �8.0 �9.4
GT1 RWB �12.5 �13.3
GT2 WB �11.1 �13.0
GU1 RWB �11.5 �12.6
GU2 WB �11.0 �10.8
TT1 WB �8.7 �8.6 �9.2
TT2 RWB �8.4 �9.4 �9.1 �9.0 � 1.0
TT3 RWB �8.9 �7.9 �9.1
UU1 WB �8.7 �8.3
UU2 RWB �8.7 �9.4 �9.0 �9.5 � 1.0
UU3 RWB �8.8 �7.5

aUsing nomenclature convention of reference 2; see also text.
bSee Figure 2.
cGeometry optimization, ZPVE, and thermal contributions at HF/6-31G(d) level followed by BSSE correction and
MP2/6-31G(d) calculation with all d polarization functions using an exponent of 0.25. Reference 2. Values for UU and
AU at this level were computed as part of this work, because they do not appear in the original reference.
dFrom mass spectrometry; refs. 14 and 15.
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used.27 However, the performance of DFT with respect to the
prediction of hydrogen bonded intermolecular complexes is less
well established. High-quality experimental crystal structures are
available for three base pairs in particular, namely two-base-step
helical DNA sections of AU and CG pairs, and a Hoogsteen
structure for 9-methylA:1-methylT (ATH) has been determined
from neutron scattering.52–54 All of the DFT levels surveyed in
Table 1 had consistent average errors in hydrogen bond lengths of
about 0.1 Å. With smaller basis sets, the error was typically in the
direction of making the bonds too short (presumably in part from
greater BSSE) while with larger basis sets, the error tended to be
in the opposite direction. It should be noted that explicit inclusion
of waters of hydration and counterions into gas phase optimiza-
tions has been found to bring computed geometries into better
agreement with crystallography,5,55 so one probably should not
overly interpret the theoretical structures. It suffices to note that the
mPWPW91/MIDI! geometries suffer from no apparent pathologies
in the course of giving good energetic agreement with experiment
and higher level calculations.

With respect to the planarity of base-pair structures, canonical
pairs such as ATWC, CGWC, and noncanonical pairs like CUWC
optimized to essentially perfectly planar structures. Other less
standard pairing motifs tended to be predicted to adopt more
highly propeller twisted or bent geometries; these structures typi-

cally showed considerably reduced interaction energies. Such re-
sults are entirely in keeping with prior analysis.2,48

Insofar as the PM3BP Hamiltonian was parameterized including
monomer and base pair geometries in the penalty function, it
necessarily predicts molecular geometries in reasonably close
agreement with the mPWPW91/MIDI! level. This includes hydro-
gen-bond lengths, where agreement tends to be within 0.05 Å for
the majority of cases. The seemingly larger RMS error in Table 4
(0.151 Å) is heavily skewed by one anomalously large error,
namely for GG1, where a single hydrogen bond is predicted to be
too long by 0.740 Å.

Base-Pair Interaction Energies

As noted in Table 1, the performances of the small basis-set
models mPWPW91/MIDI! and mB3LYP/MIDI! are considerably
better than those of other DFT models making use of larger basis
sets. Indeed, the two smaller models have accuracies equivalent to
the much more computationally demanding level of Sponer and
Hobza, which has been documented at some length to be useful in
the study of base-pairing interactions.2,3

It must be noted that there is potentially some ambiguity in
deciding exactly how to compare the computed interaction enthal-
pies with those measured14,15 in the mass spectral experiments. As

Figure 3. Structures for various base trimers. Atomic legend: white, hydrogen; dark gray, carbon; light
gray, nitrogen; stippled, oxygen.
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Table 2 indicates, for some of the base pairs there are multiple
geometries predicted to have interaction enthalpies sufficiently
similar to one another that they might be expected to contribute in
a nontrivial way to an equilibrium population. In the case of a
mixture of different isomers, it is not obvious how to decompose
into individual contributions the single experimental “enthalpy”
derived from a van’t Hoff plot of dimer/monomer mass-peak
intensity ratios vs. temperature. A case in point is the AT pair,
where the comparable energies of the Hoogsteen, reverse Hoog-
steen, Watson–Crick, and reverse Watson–Crick motifs have been
noted previously.56,57

Considering this base pair, Brameld et al.56 suggested that the
experimental number should be reinterpreted based on equilibrium
averaging. Their rationale appears to be that with free energy, one
may write58

G�X� � �RT ln �
i

isomers

e�G�Xi�/RT (9)

where G(X) refers to the free energy of the full population of
molecule X, which is constituted of several isomers Xi, each of
which has a component free energy associated with it. If the
entropies of all of the isomers are identical, then eq. (9) also holds
with enthalpy H in place of free energy G at every occurrence. The
results of assuming such a prescription for the enthalpy of binding
at 298 K (computed as the difference between the enthalpy of the
base-pair population and the sum of the individual monomer

enthalpies, where population averaging is not an issue) are pre-
sented in Table 5 for AT, TT, and UU. The CC and CG base pairs
have a single hydrogen-bonding geometry that is sufficiently fa-
vored over all others to completely dominate the equilibrium at
298 K. With respect to AU, numerous studies have shown that the
extra methyl group on T has only a very small effect on base-

Table 3. Interaction Enthalpies (298 K, kcal mol�1) for Various Base
Complexes of Higher Molecularity.

Base paira

�H	298

mPWPW91/MIDI! MP2b Experimentc

CCC1 �14.0 �33 (�38) � 4
CCC2 �28.8 �33 (�38) � 4
CCC4 �22.0 �33 (�38) � 4
UUA1 �21.0 �27 (�29) � 4
UUA2 �21.4 �27 (�29) � 4
UUA3 �17.0 �27 (�29) � 4
UUA4 �17.4 �27 (�29) � 4
UUU1 �8.5 �20 (�22) � 4
UUU2 �11.3 �20 (�22) � 4
UUT �7.1 �23 (�25) � 4
TAT �21.3 �23.8
CGC� �68.3 �65.2
GGG �36.8
GGGG1 �64.5 �64.6d

GGGG2 �50.5
GGGGG �68.5

aSee Figure 3.
bGeometry optimization, ZPVE, and thermal contributions at HF/6-31G(d)
level followed by BSSE correction and MP2/6-31G(d) calculation with all
d polarization functions using an exponent of 0.25. Ref. 36.
cFrom mass spectrometry; ref. 15.
dComplexation energy at the B3LYP level with a triple-� basis set. Ref. 49.

Figure 4. Optimized structures of guanine tetramers. Legend as in
Figure 3.

Figure 5. Optimized structure of guanine pentamer. Legend as in
Figure 3.
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pairing with A, so while we have not done a full survey of all AU
geometries, we would expect the net effect of averaging for AU to
be very similar to that for AT.

Table 6 shows the results of error analysis performed for the
PM3BP and mPWPW91/MIDI! levels, and for the multistep MP2
level of theory of Hobza and Sponer, using population averaged
enthalpies for AT, AU (assuming an effect identical to that found
in AT, i.e., lowering the binding enthalpy relative to the single
most negative value by 0.5 kcal mol�1), TT, and UU. Comparing
to Table 1, the effect of averaging improves the performance of the
mPWPW91/MIDI! and multistep MP2 models to a significant
extent, and has a small mixed effect on PM3BP, improving the
mean unsigned error at the expense of the mean signed error. This
suggests that the averaging procedure may have merit. However,
to the extent that the predicted changes in the base-pairing enthal-
pies are at most half as large in magnitude as the reported exper-
imental error in the measurement, some skepticism may be war-
ranted.

On the technical front, the rather poor performance, docu-
mented in Table 1, of standard density functionals with moderate
to large basis sets when used to compute hydrogen-bonding inter-

action enthalpies has been previously noted for select cases.2,3,9 It
is thus a given that the remarkably accurate predictions made by
the mPWPW91/MIDI! and mB3LYP/MIDI! levels of theory must
arise in part from a favorable cancellation of errors associated with
the smaller basis set. Because our goal in this instance, however,
is to develop efficient, approximate methods, we are happy to take
advantage of this cancellation. We note as an aside that in this
article we have carried out a far more complete study of the
mPWPW91/MIDI! level than of the mB3LYP/MIDI! level simply
because the former, as a pure DFT method, avoids the bottleneck
of computing 4-index exact exchange integrals.27 However, this
difference in efficiency will probably be small in most cases, and
may ultimately be eliminated with the development of linear-
scaling algorithms.

It is a somewhat more subtle point how one chooses to view
PM3BP. The poor performance of semiempirical levels of theory
(as well as ab initio Hartree–Fock theory with minimal basis sets)
represents another phenomenon previously noted for base pair-
ing.2,59 However, insofar as semiempirical models are intrinsically
parametric, it is not obvious that improving their performance by
parameter adjustment over a more restricted data set should be
regarded as introduction of canceling error. Rather, it is simply
more focused modeling, a philosophy that prevails in analogous
areas like force-field development. In any case, the good perfor-
mance of the mPWPW91/MIDI! and PM3BP models suggests that

Table 4. Root-Mean-Square Differences between Semiempirical Models and Experiment or Other Theory for
Various Nucleic Acid Base and Base-Pair Properties.

Property

RMS Error

PM3BP PM3 AM1 MNDO

Monomer bond lengths vs. mPWPW91/MIDI! (Å)a 0.015 0.021 0.022 0.015
Monomer valence bond angles vs. mPWPW91/MIDI! (deg)a 2.6 2.9 2.6 2.0
Monomer torsion angles vs. mPWPW91/MIDI! (deg)a 0.7 2.7 0.7 1.1
Monomer dipole moments vs. B3LYP/cc-pVTZa,b 0.1 0.7 0.4 0.7
Base-pair hydrogen-bond lengths vs. mPWPW91/MIDI! (Å)c 0.151 0.165 0.665 2.479
Base-pair hydrogen-bond angles vs. mPWPW91/MIDI! (deg)c 5.5 5.5 23.3 42.5
Base-pair interaction energies vs. experiment (kcal mol�1)c 1.5 7.1 7.1 12.7
Base-pair interaction energies vs. mPWPW91/MIDI!c 1.3 5.8 5.7 10.3

aFor A, C, G, T, and U.
bRef. 72.
cSee Table 2.

Table 5. Population-Averaged Interaction Enthalpies
(298 K, kcal mol�1) for Three Base Pairs.a

Base pair PM3BP

�H	298

mPWPW91/MIDI! MP2b Experimentc

AT �14.1 �11.8 �11.9 �13.0 � 1.0
TT �9.3 �9.6 �9.8 �9.0 � 1.0
UU �9.4 �9.5 n/a �9.5 � 1.0

aEquation 9 and accompanying discussion.
bGeometry optimization, ZPVE, and thermal contributions at HF/6-31G(d)
level followed by BSSE correction and MP2/6-31G(d) calculation with all
d polarization functions using an exponent of 0.25. Ref. 2.
cFrom mass spectrometry; refs. 14 and 15.

Table 6. Errors (kcal mol�1) in Computed 298 K Interaction
Enthalpies for Six Experimentally Characterized Base Pairs
Including Equilibrium Averaging.

Level of theory MSE MUE RMS

mPWPW91/MIDI! 0.1 1.1 1.4
PM3BP �0.4 1.1 1.5
Ref. 71a 0.6 1.2 1.5

aSee footnote c of Table 1.
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they will prove useful in future modeling efforts where efficient
surveys of hydrogen-bonding interactions in large molecules or
large sets of small molecules like nucleic acid bases are of interest
prior to resorting (if possible) to more complete levels of electronic
structure theory.

A critical caveat that must be mentioned is that we have not
addressed the utility of the models developed herein for the quan-
titative estimation of base stacking interactions, compared to hy-
drogen bonding. Modern DFT functionals and semiempirical
methods tend to do quite poorly in the evaluation of dispersion
interactions, and this point has been noted particularly for the case
of base-stacking interactions.2,9,59–61 Interestingly, Elstner et al.
recently demonstrated that the explicit augmentation of standard
functionals with a dispersion model, thereby creating a method
they refer to as SCC-DFTB, led to significant improvement in the
estimation of stacking energies.62 These and other studies63,64

suggest that extensions of the model to systems having both
stacking and hydrogen-bonding interactions merit exploration.

Trimers and Larger Structures

Yanson et al.15 have reported interaction enthalpies for four nu-
cleic acid base trimers in addition to the dimers discussed above
(Table 3). The trimerization enthalpies are determined from anal-
ysis of mass spectral peak intensities in multicomponent mixtures,
under the assumption that ionization efficiencies remain constant
on a per base basis and that entropy changes for monomer/dimer
equilibria are the same as those for dimer/trimer equilibria; the
appearance of two values in Table 3 prior to the estimated error of
�4 kcal mol�1 reflects different choices of dimer equilibrium
constants to be used in analyzing the peak intensity ratios.

Agreement between the mPWPW91/MIDI! level and experi-
ment is quite poor, with the theoretical values inevitably being
considerably below the experimental ones. However, even without
taking account of the computed trimerization energies, the exper-
imental values seem difficult to rationalize. Thus, for instance,
Yanson et al. report the CCC trimerization enthalpy to be in the
range of �35 kcal mol�1. If one ignores any special three-body
term, this would imply an interaction enthalpy of �12 kcal mol�1

between each pair of cytosine molecules. While at first this might
seem plausible, given that the CC dimerization enthalpy is �16
kcal mol�1, it must be recalled that the CC dimer has no remaining
open sites with which to hydrogen bond to another monomer.

Indeed, based on studies using cytosine monomer monomethy-
lated at the exocyclic amino group, Yanson et al. propose a cyclic
structure like that labeled CCC3 in Figure 3. This cyclic structure
has only three hydrogen bonds in it, and they are not particularly
ideal in a geometric sense. If we assume the interaction enthalpy
for every base pair in Table 2 to be entirely associated with
hydrogen bonding, we can assign an average hydrogen bond
strength of about �6 kcal mol�1 (an intuitively reasonable value).
On that basis, we would expect the interaction enthalpy in the CCC
trimer to be no better than �18 kcal mol�1, and possibly a bit less,
because the hydrogen bonds in the tricycle cannot adopt ideal
linear geometries; and, indeed, our computed interaction enthalpy
for CCC1 (the trimer lacking exocyclic N-methylation) is only
�14.0 kcal mol�1; when the methyl groups are included, this
value drops to �12.8 kcal mol�1. In the absence of methyl groups,

the more linear trimer CCC2 (Fig. 3) shows a stronger interaction
enthalpy that is near the lower error limit of the experimental
range, but this structure is not accessible to an N-methylated
system because it uses both amino protons of the central cytosine
in hydrogen bonds. There is an N-methylated structure, CCC4
(Fig. 4), which involves the interaction of one out-of-plane cyto-
sine with the reverse wobble cytosine dimer, which does show an
interaction enthalpy more favorable than that of the cyclic trimer,
namely �22.0 kcal mol�1. This value is consistent with adding to
the existing CC dimer a single new hydrogen bonding interaction
worth �6 kcal mol�1, assuming the pairing interaction enthalpy of
the N-methylated species is the same as that of the nonmethylated
base pair that has already been discussed above. There does not
seem to be any way to achieve as large an interaction enthalpy as
that reported experimentally.

The same situation holds true for the UUU and UUT cases,
where again Yanson et al.15 proposed cyclic trimer structures that
would necessarily have to enjoy much stronger hydrogen bonding
interactions than those found in the dimers. Calculations do not
support such a supposition.

In the case of UUA, which Yanson et al.15 propose to have a
linear structure like those of UUA1 and UUA2 in Figure 3, the
mPWPW91/MIDI! estimate is only just below the lower error bar
[and averaging of UUA1 and UUA2 using eq. (9) very slightly
improves the agreement], suggesting that experiment for this tri-
mer may possibly be more reliable than for the homotrimers. We
did locate two additional trimer geometries, UUA3 and UUA4
(Fig. 3), that are more cluster-like than linear, but their interaction
enthalpies are sufficiently less favorable than UUA1 and UUA2
that they are not expected to contribute significantly to a 298 K
equilibrium population.

Beyond the analysis offered above, some support for the accu-
racy of the theoretical predictions over the reported experimental
values may be derived from comparing to other base trimers
where, although experimental data are not available, higher level
calculations have been done.36–38 In particular, for TAT and
CGC(H)� (structures in Fig. 3), the agreement in Table 3 between
mPWPW91/MIDI! and multistep MP2 calculations is reasonably
good, with no apparent tendency to grossly underestimate the
interaction enthalpy.

The theory/theory comparison continues to hold at the level of
the GGGG tetrad, where agreement between mPWPW91/MIDI!
and B3LYP/TZP is quantitative (Table 4). In addition,
mPWPW91/MIDI! suggests that there is a drastic drop in the
additional interaction enthalpy associated with adding a fifth gua-
nine to the complex, consistent with the experimental observation
of an equilibrium heavily dominated by the tetrad at high concen-
trations. It must be noted, however, that we cannot compare to any
other quantitative estimate of the pentad interaction enthalpy, in
part because only a level of theory as efficient as mPWPW91/
MIDI! makes the calculation tractable.

Comparison to Molecular Mechanics

Quantum mechanical models for base-pairing will be of primary
utility when it proves desirable to have a wave function (or
probability density) in hand for analysis. However, for purposes of
biomolecular simulation, it is clear that standard technologies
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relying on molecular mechanics force fields will not be fully
supplanted by QM alternatives for a long time to come (and
indeed, in the absence of accounting for dispersion in some fash-
ion, the models presented here would be unsuitable for that pur-
pose in any case). With this point in mind, and moreover noting the
dedicatory nature of the special issue in which this article appears,
it is appropriate to compare the present results with those obtained
using the most popular force fields developed within Peter Koll-
man’s group in the 1980s and 1990s.

Using the Weiner et al. force field,65 Cieplak and Kollman66

reported 298 K “statistical” free energies of dimerization that,
lacking any thermal contributions from translation, rotation, or
vibration, may be regarded as essentially potential energies of
interaction. If we correct for the ideal gas translational and rota-
tional thermal contributions associated with dimerization, and ig-
nore changes in the vibrational partition functions (these data were
not reported in the original publication66), the ATWC and CGWC
dimerization enthalpies would be �10.9 and �17.4 kcal mol�1.
These values are smaller in magnitude than those determined
experimentally by 2–4 kcal mol�1, although this error might be
slightly reduced if vibrational changes were to be considered,
because the dimer has six more vibrational degrees of freedom
than do the separated monomers.

With the second-generation Cornell et al. force field,67 Cornell
et al.68 reported explicitly computed 298 K dimerization enthalpies
of �10.7, �11.2, and �24.8 kcal mol�1 for ATH, ATWC, and
CGWC, respectively (these results also appear in a later article by
Gould and Kollman69 where the performances of Hartree–Fock
theory and second-order perturbation theory for predicting these
dimerization enthalpies are examined using the 6-31G(d) basis
set). The Cornell et al.67 force field overshoots the CGWC inter-
action enthalpy by about as much as it is underestimated by the
Weiner et al. force field,65 while the AT results are about the same.
Despite these quantitative differences in specific interaction en-
thalpies, the Cornell et al.67 force field has proven to be a partic-
ularly useful tool for biomolecular simulations,6,70 and its contin-
ued utility in future applications seems assured.

Significance

The mPWPW91/MIDI! level of theory predicts interaction enthal-
pies with a mean unsigned error of 1.3 kcal/mol compared to
experiment for the AT, AU, CC, CG, TT, and UU base pairs. This
level of theory also agrees well with interaction enthalpies com-
puted from more complete levels of electronic structure theory in
cases where experimental data are not available. Extension of the
mPWPW91/MIDI! model to the prediction of trimer interaction
enthalpies suggests that previously reported experimental values
may be overestimated. Treating the mPWPW91/MIDI! structures
and energies as a training set for a focused reparameterization of
PM3 provides the PM3BP model, which reproduces the DFT
predictions with a high degree of fidelity at a still greater savings
in computational resources. As research focusing on the develop-
ment of more diverse nucleotide analogs accelerates, the use of the
mPWPW91/MIDI! and PM3BP models to economically screen
optimized structures and interaction energies should prove to be
especially efficient.
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